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TL;DR:

Circuits are computational graphs unitying probabilistic

models that support efficient and exact inference

Tasks | o
neurosymbolic reasoning

Monotonic circuits B

lossless (de)compressiont  p(x; | x4, ..

N

4

(x) [K(X)]

p(x) o ¢(x), with ¢(x) > 0, positive parameters only

o o 2
Squared circuits

p(x) o< ¢*(x), with ¢(x) € R, parameters are reals

f(r1) ® f(r1)

9(z3) ® g(x3)

Sum of squares (SOS) circuits
p(x) o< Y1 ¢ (x), with ¢;(x) € R

Why SOS?

Ground Truth GMM

Squared SGMM
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We build an expressiveness hierarchy around
sum of squares circuits, with open questions!

(Theorem B.3)

n Squared circuits are more
expressive than monotonic circuits

Theorem 0 (Loconte et al. [3])

There exists distributions F over X that can be compactly
represented as squared circuits (E=1), but the smallest monotonic

circuit () computing any F' € F has size 20U/ 1XI),

We understand why other models are expressive:

we show models m m m are SOS circuits

LI Finite PSD models™  p(x) x k(x)'Ak(x)
BN squared neural family®™  p(x) o u(x)||nn,(t(x))||3
IV Complex Born machines®  p(x) o 9)(x)t)(x)T

“We show an expressiveness hierarchy including many tractable probavilistic model classes,
when represented as deep structured computational graphs called circuits”

n Monotonic and squared circuits are

incomparable in terms of expressiveness

\.

There exists distributions JF over X that can be compactly
represented as monotonic circuits (E#), but the smallest squared

circuit (E21) computing any F' € F has size 2RVIX]),

n SOS circuits can be more expressive than

both monotonic and squared circuits

Theorem 2
There exists distributions F over X that can be compactly

represented as SOS circuits (B2, but the smallest circuits in
or in EEl computing any F' € F have size 2RVIX]),

SOS circuits are expressive distribution estimators
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